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Structured Adaptive Mesh Refinement
on the

Connection Machine

Marsha J. Berger” Jeff S. %ltzmant

Abstract
Adaptive mesh refinement haa proven itself to be a useful tool in a large collection

of applkatione. 13y relining only a small portion of the computational domain,
computational savinge of up to a factor of 80 in 3 dimensional calculations have been
obtained on aerial machinca. A natural question is, can thiealgorithm be used on
maswively parallel machinea and still achieve the same efkkncke?

We have designed a data layout scheme for mapping gr4d pointi to proceMora that

P~ locality and minhnizea global communication for the CM-200. The effect of
the data layout scheme is that at the finest level nearby grid pointe from adjacent grids
in physical space are in adjacent memory locati am. Fltrthermore, coarae grid points are
amanged in memory to be near their esaociated ,’ne grid points. We show application
of the algorithm to imiecid comprc&ble fluid flow in two space dimenaiona.

1 Overview

Over the hwt ten yeare, local adaptive meeh refinement haa been succeaefully applied to
Himulate compreeeible flow in two and three spce dimemione to study a variety of physical
phcnomona [1, 4]. Theee atudiee were mostly on eerkl amd wxtor architccturea. We nre
re-dcrtigtting the local adaptive mesh refinement algorithm (henceforth AMR) for mwivcly
pomdlcl computere. Briefly, AMR U- a hierarchy of nested grids, supcrimpoacd on a given
come grid, to achieve sufficient resolution in the solution. Procd.res have been developed
to automatically eetimatc the error (i.e. determine where the resolution of the solution is

insufflcicnt), generate rc!lncd mtbgrids, aud set up tho data structurca to do tho noccwnry
intcrpolmtiona between the gridn. Any hyperbolic conecrvation law and MI cxpiicit finite

VOIIIIIIC intogmtion echemecan be used in conjunction with AMR.
Several other adaptive mesh ttchcmea havo been implemented on rmwivciy pmnilcl

miacilinc~ [3, 5], all to our !mowlerlgousing unstructured mcrthee. Thmc nro diffwcnt itwulcs
king nn unetructurcd vomutt a Mtructurod mesh niothorl.For an untttructurcd ndnptiw
IIWIIInchcme, the kuy ieauce are how to partition the noka in order to Iond imlanco thu
tiomputation, and hm to redistribute tho uodIM when the meuh is cdaptcd. For AMR,
partitioning and load balancing are not the main ieeuee.We reetrict all rdined maahm to
ha tha nnmo ttize,i,c. the mme number of grid pointn hut with amailor nlctdl qmcing, In

particular wo uee a sizo that tltnexactly ot~to n quadrmnt of tho CM. (It docrtn’t pny t(l IIMU
I(!NNthnn thin oizo on n SIMD mcchino). Wo nmp tho individual grid pointw of R grid (IIILO
n lmmwor mthor than tho wuwcr gmiucrl npprmwh of nmppiug gridm to prorwmwm Silw

—.
“C!uumnt Iuathh, 251 hlcrmr !Mrecl,NCWYmlt, NY 100I2
1LWI/\lNIIW Nationnl Ldwrntory, hfS U205, LWI AIIUIW. NM t17545
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2 BERGER AND SALTZMAN

each grid is locally rectangular, it can by itself be integrated with high efhciency during the
course of the time stepping.

The two key issues for AMR are: (1) how to map the structured grids onto a massively
parallel machine in a way that minimizes inter-grid communication and preserves locality,
?~d (2) how to choose the above mentioned fied grid size so that it is large crmugh to
get good perfornmmce yet small enough so that adaptivity still pays. To take care of the
first issue we have developed a data layout scheme that keeps grid points on neighboring
grida at the finest level in neighboring processm on the CM. Also, the coarse grid points
are within a small distance ( S the refinement ratio between grids levels, typical] y 2 or 4)
from the fine grid point they need to communicate with. We can prcscrvc Iocdity and still
minimize global communication. We were less successful with the second iscue however, in
part due to some deficiencies in the compiler on the Connection Machine. in two space
dimensions, we had to use a larger fine grid size (64 by 64) than the 32 by 32 size we would
have preferred. However in work in progress in three dimensions we expect these tradeoffs
to change.

2 Data Layout Scheme

Our data layout scheme dctcrmincs how both the finest level grids and the co~ scr grid Icvcls
are mapped to processors. We describe the fine Icvel mapping first. Consider the CM aa a
mesh machine with za many procemors w grid points (using virtual proccasws if ncccssary).

Each space dimension is mapped imlcpcndently W,a tensor product of the cmc dimcnaional
mappings. Suppose first there is a single fine grid in a two-level computation. Let the grid
size be 32 by 32 (for purposes of exposition), rM WCIIas being t hc size of the processor
array. Point (1, 1) on the grid is mnppcd to a chosen processor (i, j) of. the machine, and
the rest of the grid is then pcriodicnlly wrapped around (in both dimensions). In other
words, when the grid points run out of processors in their direction, they wrap mound to
the beginning of the proccsaor array and continue. The starting processor location (i, j) is
chosen like this: Determine what the coordinakea of the point (1, 1) on the flnc grid would
be if the whole domain were complotcly refined into one Imrgc line grid: ciLll this (k, m).
The starting processor for the periodic wrapping i~

(1) i =(k-l)nlod32+l; j =(m-l)mod32+l.

in this way, ndjcccnt points Mmging to ucighboring grids arc mapped to neighboring
processom.

The coarse grid A nltio pcriodicxdly ~hiftcd in the same mnrmcr m the !!nc grid. Iu
addition, the COMWgrid pmmutcR its grid points m that coch COJUWCpoint i~ mmr it~
rctiucd pointM. WC give n ~imldc cxnmptc of it here, the comph:f,c (Icw:ril}tiun is ill [2]. If

th grid in rdncd by 4, then four Ihio grid pointu am Iocatwl unckr cnch wnrw cell. If t hc
crmrm grid stints ~t point (1, 1) on procwumr (1, 1), tho 32 grid pointn nrc Inid ollt (in onc
dimcnnion) as fuiluws:

1 9 17262 10102O3 1119274 la20aD5 13?13’s0 1422307 1523318 la 243a

Compnrc thio to the tiua grid Mtmting nc (1,1) on proccnsor (I, 1):

1234 s07s!41011 t2t3141e la171019w 2122 23:4 as2e 27282930313a
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4 BERGER AND SALTZMAN

We model this as thin layer of material heated to a very high temperature in a deep
depression (15 microns). The depression is fifteen times the thickness of the heated layer
(1 micron). The size of the entire computational region is 112 x 112 microns. The width
of the trench is also 15 microns. The right side of the computation region has a symmetry
bcundary condition (so that the effective width of the trench is 30 microns) . The trench
and tho remaining computational boundaries usc reflecting boundary conditions. (In figure
1 , the black region next to the trench represents part of the substrate, and is noL part of
the computational domain ).

The thin material region at the bottom of the trench is heated to 16,700 dcgrccs Kelvin
by the ker while the rest of the problem domain is at room tcmpcraturc (300 degrees
.Kelvin). The initial density of the l~cr heated material is 1.4 grams/cc while the remaining
problem domain has a density of 0.00015 grams/cc. Because of the problcm p,aramcters,
(an ideal equation of state can be used, treating the problem ~asexpanding gas into a near
vacuum.

Figure 1 shows the solutiou at a time of 4.0 nanoseconds, after 3U0coiarsc grid time steps.
TIIC Iwading bow shock is followctl hy a strong shear Iaycr, with some turbulence Iocatcd
nt the corner of the trench. The horizontal extent of the shear Iiiycrgives nn indication of
the size of the debris field at Intc times. At this point, only 10% of the domnin is covcrcd
by the finest level mmhcs in this calculation. However, we estimate the overall gnin in
efficiency is 5. This is duc partly to the overhead of AMR (approxinmtcly 35% of the CPU
time), and the fact that 64 x 64 patches are integrated with Ices efficiency than say 256
x 256 or larger patches that would be used in uniform mesh calculations (approximately
25% slower). At cwlicr times there arc fewer fine patches in the cnlculution so the overall
saving from using AMR is higher. (Of courm $Jlis is very problcm dcpcmlcnt ),

The computations carried out in this cxnrnplo match the qm.ditativc hchrwior of
cxpcritnents quite well. Further work is in progress to make the algorithm more cfficicnt and
to debug the 3-D version of our work. In the course of developing the pi~idlclalgorithm we

found opportuuitcs for edditiuna.1 parallelism that we could nut exploit bccausc of imtnaturc
software and the rcmtriction~ of the S1M D architccturo. For instrmcc, wc current Iy intcgmtc
nm] interpolate ouc pntch fit n time even though rdl pmtchcs ut n givun lcvd mrI huw thc~c
operations performed Himultancmudy, Improvements to compihm m tlw CM-200,” or the
mcssngi! p,mwingCnpnbilitim on the CM-5 mAy hd to cvon better lmrforllmu:c.
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